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Preface

This book is composed of three empirical studies on the effect of central
bank independence in developing countries. The first empirical study
investigates the relationship between CBI and inflation in developing
countries. After estimating a panel regression model, using pooled
least square on the assumption of coefficient homogeneity; the result
reveals that there is no significant negative relationship between CBI
and inflation. The poolability of the panel is checked by applying the
Chow test and Roy-Zellner test. The results show that the model is
not poolable. Furthermore, by performing a panel heterogeneity model
with pooled mean group (PMG) estimator and show that there exists
a reverse relationship between CBI and inflation.

The second study presents the responses to financial asset prices,
consumption and investment in relation to CBI shocks in developing
countries. The financial asset prices are divided into three categories:
exchange rate, stock index and bond yield. The analysis is based on
a panel Vector Autoregressive (Panel VAR) estimation. By applying
poolability tests, heterogeneity across the countries in our sample is
identified. One possible solution to this problem is to apply a mean-
group estimation to the panel VAR. Additionally, the sample countries
are divided to make the sub-group poolable.

The last empirical study examines whether CBI and macropruden-
tial policy can contribute to enhancing financial stability in terms of
credit per GDP. This study proposes a new index concerning macro-
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prudential policy for 20 developing economies over the period 2000 to
2017. This study shows that the effect of CBI and macroprudential pol-
icy on credit per GDP depends on the non-linearity of the CBI degree.
The more independent the central bank, the more stable its financial
system, with a stronger effect when CBI is below its trend. When the
sample is separated into two groups based on the poolability test, the
result reveals that countries with a higher average CBI index maintain
better financial stability.
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Chapter 1

Introduction

There is a growing consensus among policymakers and economic re-
searchers that monetary policy instruments are the most effective tools
for controlling inflation because of their influence on aggregate demand
to achieve price stability. According to Phillips (1958), there is a short-
run trade-off between inflation and unemployment; thus, stabilising
inflation has a direct effect on unemployment. However, central banks
are constrained from having an effective monetary policy due to the
dynamic time-inconsistency problem. The latter arise due to pressure
from the government or politicians on the central bank to stimulate
economic activity, which may have negative consequences for price sta-
bility.

Kydland and Prescott (1977) stressed the importance of the rela-
tionship between rational expectation and time inconsistency in mon-
etary policy. They stated that monetary policymakers face a trade-off
between inflation and unemployment while choosing the optimal mon-
etary policy action in each period, and public behaviour under rational
expectation is represented by Phillips curve. Since policymakers might
lack credibility if they fail to convince the public that the inflation tar-
get will be achieved in the next period having missed their forecast in
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2 CHAPTER 1. INTRODUCTION

the past. Then if the actual inflation outturn is higher than expected
it leads to lower real wage, which increases labour demand and thus,
reduces unemployment. However, if the central bank is more concerned
about inflation stabilization, then it will end up with lower inflation but
at the cost of higher unemployment.

The time-inconsistency problem arises as a consequence of mone-
tary policy that is no longer optimal in response to the original plan
(Kydland and Prescott, 1977; Barro and Gordon, 1983; Rogoff, 1985).
The time-inconsistency problem generates inflation bias, which occurs
when a government interferes with a central bank’s operation. In this
situation, if the central bank knows a public inflation expectation, it
tends to create inflation surprise, increasing seigniorage and raises em-
ployment levels. Consequently, the central bank may lose credibility is
which render its role in managing inflation challenging. Therefore, del-
egating monetary policy to an independent central bank is anticipated
to promote the economic agent’s trust in future macroeconomic stabil-
ity. An independent central bank is believed to be better positioned to
eliminate the time-inconsistency problem of monetary policy (Rogoff,
1985; Bernanke, 2010).

Central bank independence (hereafter, CBI) signifies that the cen-
tral bank is free from political interference to pursue a monetary policy
goal focused on inflation control (Berger et al., 2001). CBI can be
classified into three aspects; personnel, financial and policy indepen-
dence. Personnel independence refers to the fact that the government
has restricted its influence over the central bank’s boards. Neumann
(1991) argues that the public might view the government’s influence as
encouraging the central bank to pursue the kinds of policies that are
in the government’s interests. Financial independence is related to the
bank’s ability to determine its budget so that it cannot be forced into
printing money to finance budget deficits (Sargent and Wallace, 1981;
Eijffinger et al., 1998). Finally, policy independence reflects the central
bank’s freedom to set and implement its monetary policy without any
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political interference.

An independent central bank that has a mandate to control the
monetary policy has two keys dimensions of independence: goal inde-
pendence and instrument independence (Fischer, 1995). Goal indepen-
dence implies that the central bank has the ability to set the goal of
monetary policy without the direct impact of the fiscal authority. Goal
independence evaluates the role of central banks in determining the
main goal of their monetary policy. Instrument independence means
that the central bank has the freedom to adjust its monetary policy
tools in achieving monetary policy goals without any interference from
the government (Walsh, 2010). An independent central bank may have
only goal independence, only instrument independence, or has both.
For example, Banco central do Brazil has only instrument indepen-
dence. Banco central de Chile only has goal independence. While,
central bank of Indonesia has both goal independence and instrument
independence.

According to Cukierman (1998), the reasons why countries strive
to increase their level of CBI is to achieve low and stable inflation.
First, the failure of international institutions designed to maintain low
and stable inflation for example, the Bretton Wood System and Eu-
ropean Monetary System (EMS), has led some countries to find an
alternative institution. Second, the experience of the highly autonomy
Bundesbank has revealed that an independent central bank can be an
effective institution to deliver low and stable inflation. Third, based on
the Maastricht Treaty, which created by the European Economic Com-
munity (EEC), countries that are members of this community have to
increase the autonomy of the central bank as a prerequisite for mem-
bership of the European Monetary Union (EMU), with low and stable
inflation being the main objective of this community. Fourth, in some
Latin American countries, having successfully stabilised inflation, the
policymakers are looking for an instrument that can reduce the likeli-
hood of high and persistent inflation. Fifth, the improvement of the



Chapter 2

Theoretical Review on
Central Bank
Independence

2.1 CBI and Inflation

The theoretical view of CBI is related to time inconsistency in mone-
tary policy based on the original paper of Kydland and Prescott (1977),
Barro and Gordon (1983) and Rogoff (1985). Kydland and Prescott
(1977) analyse the benefit of carrying out plans based on rules versus
discretion. Barro and Gordon (1983) introduce inflation bias. They
argue that policymakers have planned their objectives to reach a zero
inflation rate, high growth, and employment. Policymaker had the
incentive to trigger inflation surprises in order to bring about an in-
crease in output and greater employment opportunities. Since Barro
and Gordon (1983) assumed that the public is aware of policymaker’s
objective, then the expected inflation will equal to actual inflation. In-
flation bias occurs under the discretionary monetary policy, where the

11



12 CHAPTER 2. THEORETICAL REVIEW

government controls the central bank. Within this condition, if the
central bank knows the public expectation, then it will have the ability
to create inflation surprises to increase seigniorage income and achieve
high employment and output. This result will affect people’s trust in
the central bank and will set a higher expectation in the following pe-
riod. As inflation is a function of expected inflation, it will consequently
be higher than it should have been. In the end, the central bank will
find it challenging to manage inflation.

Barro and Gordon (1983) analysed inflation under discretionary
monetary policy using the Lucas-Island supply function

yt = yn + a(πt − πet ) + εt (2.1)

where yt is output; yn is the natural rate of output; πt is inflation; πet
is expected inflation; and εt is a real shock.

In this model, the output is a function of labour and capital (Cobb
Douglas model). If actual inflation is greater than expected inflation,
it leads to a real wage drop, as the expected real wage is lower than
before, and the firm will absorb more labour. On the other hand, when
expected inflation is higher than actual inflation, then real wage will
rise, and the firm will reduce its number of employees.

Social loss function will be minimised by the central bank under the
discretionary policy:

L =
1

2
π2
t +

λ

2
(yt − yn − kt)2 (2.2)

where λ is society’s preference for output, and k is constant. Under
the discretionary monetary policy, on stabilising output and price, the
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output will be set by the monetary authority around yn + k, while
inflation will fluctuate around zero.

A simple relationship between inflation and the actual policy in-
strument adopted by policymaker gives:

πt = ∆mt + vt (2.3)

where ∆m is the growth rate of money supply (first difference of the log
nominal supply of money), and v denotes the velocity shock. In setting
∆m, this model assumes that expected inflation is given, supply shock
(εt) is observable by the central bank but not velocity shock (νt), and
also εt and νt are uncorrelated.

Firms use expected inflation to determine the wage. Meanwhile, the
private agent has to carry out to the nominal wage contract before the
central bank sets the nominal money supply growth rate. Under the
discretionary policy, the central bank cares about output and attempts
to decrease output variation through inflation. The central bank has
the ability to make actual inflation different from the private agent’s
expectation.

By substituting Equations (2.1) and (2.3) into central bank loss
function Equation (2.2), the effect of discretionary policy on inflation
rate can be achieved, then take the first-order condition with respect
to money growth:

V =
1

2
λ
[
a(∆m+ v − π)2 + e− k

]2
+

1

2
(∆m+ v)2 (2.4)

0 = λ
[
a(∆m− π) + e− k

]
+ (∆m)2

∆m =
a2λπet + aλ(k − e)

(1 + a)2λ
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Equation (2.4) shows that aggregate supply shock occurs since the
central bank wants to minimise output variability (λ) around its target,
which results in high inflation. There is a trade-off between inflation
and output variability. The private sector uses this model as their ex-
pectation, and thereafter, the optimal policy depends on private agents’
expected inflation. The expected inflation is generated from observing
the aggregate supply shock (ε) as follows:

π2 = E[∆m] =
a2λπe + aλk

1 + a2λ
(2.5)

where πe = aλk > 0, substitute this into Equation (2.3) and use Equa-
tion (2.4) to get equilibrium rate of inflation under the discretionary
policy:

πd = ∆m+ v = aλk −
(

aλ

1 + a2λ

)
e+ v (2.6)

Equation (2.6) shows that positive inflation rate equals to aλk. In-
flation bias is determined by the effect of money supply on output (a),
the weight which the central bank puts on an output objective (λ),
and distortion (k). When private agents are able to fully anticipate
this rate, it has no effect on output. If monetary policy is delegated to
an independent and conservative central bank, the central bank puts
weight on inflation, meaning that it will be:

πd(δ) = ∆m+ v =
aλk

1 + δ
aλk −

(
aλ

1 + δ + a2λ

)
e+ v (2.7)
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The equation above implies that inflation bias will be lower since
1 + δ > 1 or δ > 0 and this tends to reduce the loss function. However,
the coefficient of aggregate supply shock (ε) is also lower, implying the
central bank does not respond sufficiently to it. If it is more concerned
with inflation than output stabilisation, inflation bias will be lower.
However, this will also reduce output stabilisation. Thus, many re-
searchers argue that lower average inflation can be reached by delegat-
ing monetary policy to a conservative and independent central bank.
However, this is at the cost of lower output stabilisation. Thus, the
trade-off between lower average inflation and higher output variability
is expected to occur.

Rogoff (1985) proposed the solution for time-inconsistency prob-
lem by delegated monetary policy to an independent and conservative
central bank which is more inflation averse than the government. A
conservative and independent central bank would be able to reduce the
average inflation, although the variability of output would increase.
A conservative central bank can lower inflation bias caused by time-
inconsistency monetary policy, but the central bank is less concerned
in stabilising the output. Rogoff (1985) stated that there are two op-
tions to achieve price stability. The first is by a mandate to the govern-
ment, and the second is by delegating monetary policy to a conservative
central bank to achieve price stability.

If price stability is achieved by the government, society’s loss func-
tion will be minimised:

min L = b(yt − y∗)2 + (πt − π∗)2 (2.8)

subject to
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Phillips curve : yt − yp = (πt − πe) + εt (2.9)

Assuming that π∗ = 0 and yp = 0. The loss function will become

LG = b(yt − y∗)2 + π2
t (2.10)

By substituting the constraint function to the objective function,
and carrying out optimisation, the optimal inflation rate is obtained

LG = b(a(πt − πe) + εt − y∗)2 + π2
t (2.11)

The first-order condition with respect to πt is

∂LG
∂πt

= 2ab[a(πt − πe) + εt − y∗] + 2πt = 0 (2.12)

2a2bπt − 2a2bπe + 2abεt − 2aby∗ + 2πt = 0 (2.13)

πt(1 + a2b)− a2bπe + abεt − aby∗ = 0 (2.14)

Since inflation expectation is formed before the government takes
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the policy, the equation becomes:

πet = Et−1(πt) = aby∗ (2.15)

Then the inflation and output are:

π∗∗t = aby∗ − ab

1 + a2b
εt (2.16)

y∗∗t =
1

1 + a2b
εt (2.17)

The author conclude that if the monetary policy mandate is given
to the government:

1. There will be inflation bias, since πet > 0

2. The higher the preference for output stabilisation (b), the higher
inflation will be, which is

∂Et−1(πt)

∂b
= ay∗ > 0, and

∂var π∗∗t
∂b

> 0 (2.18)

3. Delegating monetary policy mandate to the government which
is pro-growth will not increase average output, since yp = 0, so that
E (y∗∗) = 0, ∂E(y∗∗)

∂b = 0, but will only reduce output volatility, where
∂vary∗∗t

∂b < 0.

Rogoff (1985) argues that in order to achieve price stability in the
sense of low inflation, one must choose a conservative central bank
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that is more inflation averse. If monetary policy is delegated to a
conservative central bank, the rate of inflation and output will be:

π∗∗t = ab̂y∗ − ab̂

1 + a2b̂
εt (2.19)

y∗∗t =
1

1 + a2b̂
εt (2.20)

where b̂ is a conservative central bank preference for output stabilisa-
tion, the value of b̂ is lower than the government’s choice to stabilise
output (b). A more conservative central bank is inflation-averse, while
the government is more pro-growth, so 0 < b̂ < b. Thus, delegating
monetary policy to a conservative central bank will lead to a lower
inflation rate than if the government mandated the monetary policy.

King (1997) illustrates the trade-off between rules and discretion in
a simple and standard model. The output is described by the reduced
form of the supply function

y = y∗ + b(π − π̂) + ε (2.21)

where π̂ is the private sector’s expected rate of inflation, and the b > 0,

shock ε is white noise with zero mean and variance σ2. The output
is denoted by y, and potential output is denoted by y∗. The inflation
rate is denoted by π. If a constant velocity of circulation is assumed,
and the previous period’s price level to unity is normalized, the money
stock, m, is given by
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m = π + y (2.22)

The representative agent’s preferences are given by a loss function
defined over quadratic terms in inflation and output. The desired level
of inflation is zero, and the target level of output, ky∗, exceeds the
natural rate of output.

L = aEπ2 + E(y − ky∗)2 (2.23)

where a > 0, k > 1, and E(·) is the expectation operator.
Monetary policy reaction function is:

m = λ1 + λ2ε (2.24)

The inflation target is denoted by π∗, while inflation and output
are indicated as a function of private-sector expectation, the shock,
the model parameter, and the policy reaction function, which itself
comprises the inflation target and a response to the shock. In general:

y = y∗ + b(π∗ − π̂) + βε (2.25)

π = π∗ +

(
β − 1

b

)
ε (2.26)
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where β = 1 + {b(λ2 − 1)}{1 + b}.

The first best monetary policy reaction function is the state-contingent
rule. The optimal output is reached by minimising the expected loss
L, subject to rational expectations in the private sector.

y0 = y∗ +
a

a+ b2
ε (2.27)

π0 = − a

a+ b2
ε (2.28)

The optimal value of loss function can be achieved by putting zero
in inflation target and there is no inflation bias.

L0 = z2 +
1

1 + θ
σ2 (2.29)

where z = (h − 1)y∗, θ = b2/a. The left-hand side of the loss function
shows that output equals y∗ rather than ky∗ on average, and the right-
hand side shows the loss from shocks. The value of L0 is a benchmark
against which other policy reaction functions may be judged.

If a state-contingent rule is not credible, then the optimal policy rule
is determined with the contingent rule, except that λ2 is constrained
to zero.

yR = y∗ +
1

1 + b
ε (2.30)



Chapter 3

Empirical Literature on
Central Bank
Independence

3.1 CBI and Inflation

The first empirical study to investigate the relationship between CBI
and inflation was Grilli et al. (1991). They used their own CBI index
to examine the effect of CBI on inflation in 18 OECD countries from
1950 to 1989, and found a significant negative relationship between
these variables. However, when the sample periods were divided into
four decades, they still proved that there exists a negative relationship
between CBI and inflation. Cukierman et al. (1992) measured the legal
CBI index for 72 countries and divided the sample into developing
and developed countries for the period between 1950 and 1989. They
found a negative relationship between legal CBI and inflation only for
advanced economies, but not for developing economies.

41



42 CHAPTER 3. EMPIRICAL LITERATURE

Jonsson (1995) studied 18 countries from 1961 to 1989 to examine
the effect of CBI on inflation. He employed a pooled least square to
test the assumption of exogeneity in his study. Using Cukierman et al.’s
(1992) CBI index, he found a negative relationship between CBI and
inflation. After the period was separated into three different decades,
CBI became the most critical aspect in reducing inflation during a high
inflation period (1972-1979). Ahsan et al. (2008) constructed an index
of central bank independence and governance (CBIG) in the Asia Pa-
cific for 36 countries for the period 1991 to 2005 and examined its effects
on inflation. By using pooled least square and applying a dummy vari-
able for the Asian financial crisis of 1997, they concluded that there was
a strong negative correlation between CBIG and inflation, particularly
in the post-crisis period, since CBIG improved in their sample countries
after the Asian financial crisis. But after separating the sample coun-
tries into low income and high-income countries, the result showed that
CBIG was not efficient to reduce inflation for low-income economies.

Bogoev et al. (2012) employed fixed effect panel data for 17 transi-
tion countries in Central and Eastern Europe from 1990 to 2009. They
used Cukierman et al.’s (1992) index for legal CBI and found that CBI
was an essential factor behind disinflation after controlling for the effect
of some macroeconomic and institutional variables. Bodea and Hicks
(2015) expanded Cukierman et al.’s (1992) index of CBI for 78 countries
from 1973 to 2008. They used this information to conclude that CBI
is linked to lower inflation and is also dependent on the country’s level
of democracy. This study shows that countries that have undergone
central bank reform have a higher degree of independence, and thus
have lower inflation compared to countries that have not experienced
such a reform.

Some empirical studies show that the negative effect of CBI on in-
flation exists only when high inflation countries are removed from the
sample. King and Ma (2001) found various results of the impact of
CBI on inflation in advanced, middle and low-income economies. By
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including the degree of tax centralisation and using panel data for 42
countries for the period 1965 to 1990, they found a positive relation-
ship between CBI and inflation for all of the countries in their sample.
However, after excluding sample countries with inflation of over 20%,
they found that the relationship between CBI and inflation had a neg-
ative sign. Temple (1998), used Cukierman et al.’s (1992) legal index
to investigate the effect of CBI on inflation. By including high infla-
tion countries in his sample of OECD and developing economies, the
reverse relationship disappeared. However, when the outlier countries
were removed from his regression, a strong correlation between CBI
and inflation was found at a 1% level of significance. He concluded
that the existence of a reverse relationship between CBI and inflation
profoundly influenced the presence of high inflation economies.

However, some research has concluded that in fact, there exists no
such negative relationship between CBI and inflation. Campillo and
Miron (1997) examined the relationship between CBI and average in-
flation for 49 countries from 1973 to 1994. Without any control variable
in their model, they found no significant effect of CBI on inflation. Even
after omitting high inflation countries (exceeded 50% inflation), the re-
sult was still inconsistent with the theory. Daunfeldt and De Luna
(2008) looked at the data from 1975 to 2000 from 29 OECD countries
and applied a non-parametric regression method to compare the long-
term inflation data with an increase in the CBI index. They claimed
that there is no correlation between CBI and inflation. They stated that
price stability might have been achieved by an exchange rate agreement
rather than central bank reforms. In their study, Jácome and Vázquez
(2008) explored the effect of CBI on inflation in 24 Latin American
and Caribbean countries from 1985 to 2002. By using an instrumental
variable method with panel data, they uncovered a negative relation-
ship between CBI and inflation. More recently, Posso and Tawadros
(2013) estimated the effect of CBI on inflation for the periods 1987 to
1991 and 2002 to 2006 for 96 countries. They suggest that CBI has no
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significant impact on inflation, and claim that CBI is not an important
aspect in lowering inflation.

Some recent studies have also failed to find a negative relationship
between CBI and inflation. Dumiter et al. (2015) analysed the relation-
ship between CBI and inflation for developed and developing countries
in a different group from 2005 to 2014. Using a pooled least square
and two-stage least square panel data model, they did not find a signif-
icant negative effect of CBI on inflation for either group. The lack of a
relationship between those variables was due to the quality and quan-
tity of the data, the time period, and the econometrical tools. Agoba
et al. (2017) investigated the role of the financial system and quality of
political institutions on the effectiveness of CBI in reducing inflation.
They applied a 2SLS instrumental variable estimator for a sample of
48 African countries during the period 1970 to 2012. They introduced
inflation targeting as an additional explanatory variable, using inter-
action terms between financial development and institutional quality,
and comparing the relative effectiveness of banking sector development.
However, they failed to find a negative relationship between CBI and
inflation in African countries because those countries lacked high-level
financial systems and political institutions.

3.2 CBI and Financial Asset Prices

The effect of monetary policy on financial asset prices has become one
of the most interesting research in macroeconomic policy since the last
two decades. Rigobon and Sack (2004) estimated the response of finan-
cial asset prices to changes in monetary policy in the US using daily
data from January 3, 1994, to November 26, 2001. They performed
identification by means of the heteroskedasticity method which relies
on examining changes in the co-movement of interest rates and finan-
cial asset prices when the variance of one of the shocks in the system is
recognised as shifting. As a result, the response of financial asset prices
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to the interest rate can be measured. They claimed that stock index
has a significant negative reaction to monetary policy. However, the
increase in the short-term interest rate has a positive and significant
effect on the Eurodollar rate and bond yield.

Changes in monetary policy could be caused by changes central
bank governor, thereby influencing on financial asset prices has been
investigated by Kuttner and Posen (2010). They assessed the impact of
changing the governor of the central bank on exchange rate and bond
yield in 15 industrialised countries covering the years 1974 to 2006. To
calculate the volatility of the exchange rate and bond yield, they used
bootstrapped critical values instead of those derived from the normal
distribution, seeing as they found that changes to the exchange rate and
bond yield are not distributed normally and both skewed and leptokur-
totic. They suggest that central bank appointments should change the
markets through their effect on expected inflation and the interest rate.
Their findings revealed that the exchange rate has a statistically sig-
nificant response to the announcement of a new governor. However,
they failed to establish a consistently significant response with respect
to bond yield to the announcement of a new governor. One probable
reason regarding that failure is due to the limited availability of daily
bond yield data.

Moser and Dreher (2010) examined the effect of changing the gover-
nor of the central bank on the foreign exchange market, domestic stock
market and sovereign bond spreads based on a data set for 20 emerging
countries over the period 1992 to 2006. They suggest that financial
markets react positively to a new central bank governor of the central
bank, such changes convey new information on the subject of future
monetary policy. As inflation bias is determined by the degree of CBI,
the public’s perception of inflation expectation will be affected. Conse-
quently, asset price should change to the extent of their sensitivity to
inflation. Their results show that changing the governor of the central
bank has a negative effect on the financial market. The reasons why
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investors respond negatively is because the new governor of the central
bank apparently suffers from a systemic credibility problem.

The effect of CBI on stock market return has been analysed by
Forch and Sunde (2012). Using monthly observations from 1988 to
2007 in 27 emerging economies, they calculate stock market returns as
the percentage month-to-month change in the price stock market index
obtained from Morgan Stanley Capital International (MSCI) emerging
market index. Additionally, they use the legal CBI index constructed by
Cukierman et al. (1992). Their first investigation examined the impact
of CBI on stock market returns applying the non-parametric test of
equality of stock market returns prior to and after changes in CBI. Their
results reveal that changes in CBI have a positive relationship with
stock market returns over one month after the changes. However, they
determine that CBI has no significant effect on stock market returns
for the periods of three, six and 12 months after the CBI changes.
Their second analysis uses fixed effect panel data estimation. They
find a positive and significant effect of CBI on stock market returns,
which implies that CBI appears to be beneficial concerning market
performance. Papadamou et al. (2017) investigated the effect of CBI
on stock market volatility. In their study, they use annual data for the
period 1998 to 2005 and sample 29 developed and developing countries
using panel data estimation. They divided stock market volatility into
conditional stock market volatility that is obtained from the standard
deviation of quarterly stock index and historical stock market volatility
which can be measured using GARCH based stock return volatility.
Using pooled OLS and the Prais-Winsten method with PCSEs, they
confirm the positive and significant effect of CBI on both conditional
and historical stock market volatility. This implies that a greater level
of CBI can increase stock market volatility, which means that a high
level of CBI can contribute to financial instability. They argue that
there is a trade-off between price stability and financial stability and
moreover, that the monetary authorities prefer price stability.
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Bodea and Hicks (2014) examined the effect of the CBI index on
10-year domestic bond yield for a sample of 78 OECD and non-OECD
countries during the period 1974 to 2007. They used Cukierman et al.’s
(1992) index for CBI, as they were able to recognise the central bank’s
reforms for every country. They argue that a higher degree of legal
CBI index is a signal to attract investors seeing as CBI is granted via
regular legislation and the risk of independence comes from implicit
or explicit threats to amend the law. Using fixed effect estimation
for panel data since the fixed effects control time-invariant country
specifics, while the time trend helps control the overtime increase of
bonds. They determined that CBI has a negative relationship with
10-year bond rates in non-OECD countries, but CBI has no significant
effect on 10-year bond rates for full sample countries. They argue that
non-OECD countries may expect lower bond yield from greater CBI,
when compared to other economies and moreover, that CBI can act as
a separating signal.

Eichler and Littke (2018) investigated the effect of CBI on exchange
rate volatility using panel data for 62 economies from 1998 to 2010.
They reported that a conservative and independent central bank will
reduce the public’s uncertainty about the central bank’s policy objec-
tive, thus reduce the volatility of inflation expectation. Consequently,
agents are easier to estimate the long-run equilibrium value of the ex-
change rate and to assess the degree of exchange rate valuation in the
short-run. They also revealed that exchange rate volatility depends
on price flexibility in the goods market, central bank preferences for
price stability and the interest rate sensitivity related to money de-
mand. They established strong empirical evidence that an increase
in independent central banks decreases exchange rate volatility. They
argued that more conservative and independent central banks produce
lower uncertainty concerning inflation expectation, thus creating a pro-
nounced stabilising effect on exchange rate volatility.

The relationship between asset price and consumption and invest-



Chapter 4

Data and Econometric
Methodology

4.1 CBI and Inflation

4.1.1 Data

The panel data used in this study covers 37 developing countries1 de-
termined by data availability2. Our dataset consists of seven variables:
inflation, CBI, output gap, openness, fiscal deficit, US inflation and
the unemployment rate in the period from 1972 to 2016. Inflation is
defined as the percentage change in the consumer price index over the
corresponding period from the previous year, and is provided by Inter-
national Financial Statistics from the IMF.

For the measure of CBI, the author follow the CBI index constructed
by Cukierman et al. (1992). This index is based on a legal aspect
of independence. The index is between 0 and 1, with higher values
denoting greater CBI for the legal index. The data for the CBI index

1The classification of developing countries based on IMF’s World Economic Out-
look

2List of countries is in Table A.1 in Appendix A
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is a legal variable aggregate weighted taken from Garriga’s (2016) data
set.

The output gap is measured as the difference between the actual
output (y) and the potential output (y*). The Hodrick-Prescott-filter
is employed to compute the potential output (Hodrick and Prescott,
1997) since it is the most commonly accepted methodology for doing
so. The gap is then calculated as the percentage deviation of output
from its potential.

Following Catao and Terrones (2005), this chapter includes trade
openness, calculated by the sum of export and import as a share of
GDP. The author collected the data for trade openness from the IFS
database. This chapter includes trade openness because several studies
have found that openness has a significant effect on inflation (Terra,
1998; Jácome and Vázquez, 2008).

Another control variable is the fiscal deficit. The fiscal deficit is
measured as the difference between government revenue and govern-
ment expenditure, as a percentage of GDP following the approach of
Bodea and Hicks (2015), Griffin (2011) and Bogoev et al. (2012). A
negative sign denotes a deficit. The data is provided by the IFS.

US inflation is also included because the United States is the largest
trading partner for developing countries. Given that around 50% of US
trade is with developing countries, inflation in the US can spread to
developing countries.

The unemployment rate is added, calculated as the percentage of
those who are unemployment out of the total labour force. The data
come from theWorld Economic Indicator from theWorld Bank database.
Since data on the unemployment rate are only available from 1991 to
2016, the author follow the model of Kitov and Kitov (2011), who used
Okun’s law to predict the unemployment rate from 1972 to 1990.
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4.1.2 Econometric Methodology

This study investigates the relationship between CBI and inflation. The
author follows Cukierman et al. (1992); Eijffinger et al. (1998) models:

INFit = β0 + β1CBIit + εit (4.1)

The author extends the model by adding control variables. The first
model is:

INFit = β0 + β1CBIit + β2GAPit + β3OPENit + β4FDit + εit

(4.2)

In addition, by following Crowder (1996) that domestic inflation
can be influenced by other countries inflation as an external shock.
This chapter adds United States inflation since the United States is
the large economy thus given its most influential role for small open
economies (Cheung and Yuen, 2002). Therefore, the author extends
Equation (4.2) to include United States inflation in order to examine
their influence on inflation. Thus, the second model follows:

INFit = β0 + β1CBIit + β2GAPit + β3OPENit + β4FDit

+ β5USINFt + εit (4.3)

The unemployment rate is one of the possible influence on infla-
tion. A higher unemployment rate might increase the incentive for
the government to drive economic expansion; as a result, increase the
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time-consistent inflation rate (Walsh, 1995). Phillips (1958) reported
the negative relationship between inflation and unemployment rate. He
described the trade-off between inflation and unemployment then be-
come known as the Phillips curve. After the unemployment rate is
added on Equation (4.2), our third model as:

INFit = β0 + β1CBIit + β2GAPit + β3OPENit + β4FDit

+ β5UNPit + εit (4.4)

In the fourth model, both US inflation and unemployment rate are
added on our basic model in Equation (4.2). Then model 4 is:

INFit = β0 + β1CBIit + β2GAPit + β3OPENit + β4FDit

+ β5USINFt + β6UNPit + εit (4.5)

where INF is inflation, CBI is legal CBI index, GAP is output gap,
OPEN is openness trade, FD is a fiscal deficit, USINF is US inflation,
and UNP is the unemployment rate. GAP OPEN , FD, USINF , and
UNP are control variables. i= 1,2,...,N sections and t=1,2,...,T time
periods.

4.1.3 Panel unit root tests

In this study, the stationary properties for all variables will be checked
using some different panel unit root tests. Levin et al. (2002) introduced
the LLC test for panel data which allow individual intercepts and time
trends, and heterogenous autocorrelation for the error terms. The main
model in Levin et al. (2002) is:
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∆yit = δyit−1 +

pi∑
L=1

θiL∆yit−L + αmidmt + εit, m = 1, 2, 3

(4.6)

The null hypothesis is

H0 : δ = 0 against H1 : δ 6= 0 (4.7)

LLC test is based on a three-step procedure. The first step is ap-
plying ADF regressions for every individual cross-section, and obtain
two orthogonalized residuals. Then estimating the ratio of long-run to
the short-run standard deviation for each cross-section is conducted in
the second step. The final step is to regress the pooled estimation.

ẽ∗i,t = δṽ∗it−1 + ε̃∗it, (4.8)

Breitung (2005) shows that bias adjustment in Levin et al. (2002)
the test may cause severe power loss. Then he proposed a test which
does not require bias correction. The test contains three steps: the first
is to obtain standardised residuals, ẽi,t =

êi,t
σ̂ε,i

; ṽi,t−1 =
v̂i,t−1

σ̂ε,i
, thus ẽi,t

and ṽi,t−1; excluding the deterministic terms, the regression of ∆yi,t

and yi,t−1 on ∆yi,t−L; L = 1, 2, ..., pi are performed. The second step
is to transform ẽi,t and ṽi,t−1 using forward orthogonalisation to obtain
ẽ∗i,t and ṽ∗i,t−1. The final step is to gain a test statistic for H0 : ρ = 0

by following pooled regression of ẽ∗i,t and ṽ∗i,t−1;
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e∗i,t = ρv∗it−1 + ε∗it, (4.9)

Breitung (2005) shows that under the null hypothesis, t-statistic
follows an asymptotic standard normal distribution.

The IPS tests constructed by Im et al. (2003) will be employed. Im
et al. (2003) developed a panel unit root testing for dynamic hetero-
geneous panels under cross-sectional independence assumption. The
model heterogeneous T periods and N cross-sections with errors in se-
rially correlated is:

∆Yit = αi + βiYi,t−1 +

pi∑
j=1

ρi,j∆Yi,t−j + εi,t (4.10)

where ∆ is the first different, i = 1, · · · , N and t = 1, · · · , T. εit is
identical and independently distributed.

The null hypothesis that contains a unit root is

H0 : βi = 0 for all i = 1, · · · , N
The alternative hypothesis of stationary is

H1 : βi < 0 for all i = N1 + 1, · · · , N , with 0 < N1 < N.

The t-statistic of IPS test is:

ZIPS =

√
N
(
t̄NT −N−1

∑N
i=1E

[
t̃Ti
])√

N −1∑N
i=1 V ar

[
t̃Ti
] =⇒ N(0, 1) (4.11)

where N denotes the number of cross-section units, βi is autoregressive
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root, E
[
t̃Ti
]
and V ar

[
t̃Ti
]
are the moment of mean and variance at-

tained from Im et al. (2003) simulation and t̄NT denotes the average
computed ADF statistic defined as follow

t̄NT =
1

N

N∑
i=1

tiT i (4.12)

4.1.4 Pooled Least Square and Fixed Effect Estima-
tion

A. Pooled Least Square Estimation

Assume that a panel data of N cross-section units and T observation
time series. Following Asteriou and Hall (2016) simple linear model
with one explanatory variable:

Yit = α+ βXit + uit (4.13)

where Y and X have both i and t for i= 1,2,...,N sections and t=1,2,...,T
time periods. uit ∼ N(0, σ2) for all i and t. Xit is assumed to be un-
correlated with uit. Pooled least square model is assuming that all the
coefficients in the model are the same across cross-sectional and time
series observations.

B. Fixed Effect Estimation

In the pooled least square estimation in Equation (4.13), the distur-
bance term uit capture the unobservable heterogeneity which consists
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of unobservable specific effect and remainders disturbance.

uit = µi + νit (4.14)

where µi denotes the unobservable country-specific effect and νit rep-
resents the remainder disturbance. The country-specific effect such as
cultural, political, and institutional factors which are not constant over
time are not included in the model. For one-way error component
model, Baltagi (2008) reveals that these unobservable country-specific
effects can be accounted into the model. The equation for the fixed
effect is given:

yit = α+ βxit + µi + νit (4.15)

For each country observation i, averaging equation

ȳit = α+ βx̄it + µi + ν̄it (4.16)

Then subtracting Equation (4.15) from Equation (4.16) gives:

yit − ȳit = β(xit − x̄it) + (νit − ν̄it) (4.17)

Note that the unobservable country-specific effect,µi, has disappeared.
The transformation process in Equation (4.17) is known by within
transformation.
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4.1.5 Diagnostic test for POLS and Fixed Effect

A. Poolability Test

This chapter applies poolability test to check whether the parameter of
our equation varies from one country to the other. Pooled least square
model represents a behavioural equation with the same parameters over
time and across groups. On the other hand, the unrestricted model has
the same behavioural but different parameters across time and across
groups (Baltagi, 2008). The restricted model for each group is:

yit = Ziδi + ui i = 1, 2, ..., N (4.18)

where y
′

i = (yi1, ..., yiT ), Zi = [ιT,Xi] and Xi is T x K. δ
′

i is 1 x
(K+1), and ui is (T x 1). δ

′

i is vary for every individual equation.
The restricted model is given by:

y = Zδ + u (4.19)

where Z
′

= (Z
′

1, Z
′

2, ..., Z
′

N ), u
′

= (u
′

1, u
′

2, ..., u
′

N ).
The null hypothesis is the poolability test is

H0 : δi = δ against H1 : δi 6= δ (4.20)

Chow Test
Chow (1960) constructed a poolability test under the assumption

that u ∼ N(0, σ2INT ) by using the F -test to test the hypothesis.

FChow =
(RRSS − URSS)

URSS

(N − 1)

(NT −N −K)
(4.21)
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RRSS is the restricted residual sum of the square of pooled least
square, URSS denotes the unrestricted residuals sum of the square of all
individual regressions. Under the H0, the statistic of Fobs is distributed
as F with N − 1, N(T − 1)−K degree of freedom.

Roy Zellner Test

Roy-Zellner test is a generalisation of the Chow test for the N lin-
ear regression case, under the assumption of heteroskedastic variances
(Roy, 1957; Zellner, 1962). The F statistic of Roy Zellner test can be
achieved as

FRZ =
(essc − (ess1 + ess2 + ...+ essN )

(ess1 + ess2 + ...+ essN )

(N − 1)(K + 1)

N(T −K + 1)

(4.22)

where essc denotes the error sum of square the pooled regression, and
ess1 +ess2 + ...+essN are the error sum of square from the N separate
time series regressions.

In this test, all regressions are transformed to have homoskedastic
variances. The null hypothesis is H0 : δi = δ for every i = 1, 2, ..., N .

B. Test for The Presence of Fixed Effect

The fixed effect model in Equation (4.17) will yield bias estimates be-
cause the individual effect dummies are omitted by OLS estimation.
Baltagi (2008) demonstrates how the joint significance of these dum-
mies can be checked by applying an F -test. The author tests the hy-
pothesis that the individual effects assuming there is no time effect.
The null hypothesis is H0 : µi = 0 for every i = 1, 2, ..., N − 1.
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In this case:

F1−way =
(RRSS − URSS)/(N − 1)

URSS/(NT −N −K)

H0∼ FN−1,N(T−1)−K

(4.23)

RRSS is the restricted residual sum of the square of pooled least square,
URSS denotes the unrestricted residuals sum of the square of the LSDV
regressions. Under the H0, the statistic of Fobs is distributed as F with
N − 1, N(T − 1)−K degree of freedom.

4.1.6 Heterogeneous Panel Data Estimation

In the case that pooled least square estimator is not poolable because
the assumption of homogeneity is not held. This chapter, therefore,
adopts mean group estimator developed by Pesaran and Smith (1995)
and pooled mean group estimator constructed by Pesaran et al. (1999).
MG estimator assumes that the short-run and long-run coefficients are
different across countries. Pesaran and Smith (1995) start the model
with a simple heterogeneous dynamic model:

yit = λiyi,t−1 + β
′

ixit + εit, i = 1, 2, ..., N, t = 1, 2, ..., T,

(4.24)

where coefficients λi and βi varying across groups according to the
random coefficient model:

Ha : λi = λ+ η1i, βi = β + η2i, (4.25)
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Assume that η1i and η2i have zero mean and constant covariances.
It is also assume that higher-order moments of η1i and η2i and their
cross moments exist and are finite. The short-run coefficients are βi
and λi, they are gained from the standard formulation of the random
coefficient model. While, the long-run effects, θi = βi/(1−λi), and the
mean lags, ψi = λi/(1− λi), vary randomly across groups:

Hb : ψi = ψ + ζ1i, θi = θ + ζ2i, (4.26)

ζ1i and ζ2i are assumed to have zero mean and constant covariances.
The mean group estimator of x on y can be obtained from the average
short-run coefficient or the average of long-run equilibrium:

β̂MG = N−1
N∑
i=1

βi (4.27)

where β̂i is the OLS estimator of βi.

Pesaran et al. (1999) developed the pooled mean group estimation
which incorporates both long-run and short-run effects by adopting
an Autoregressive Distributive Lag structure (ARDL), and estimating
ARDL method as an Error Correction Model. PMG estimator allows
the intercepts, short-run coefficients, and error variances vary for every
cross-sections, but the constraint of long-run coefficients are the same.
Pesaran et al. (1999) showed that the effect of explanatory variable
on the dependent variables can be tracked by taking sufficient lags in
ARDL structure to solve the spurious regression. Meanwhile, the error
correction model integrates the short-run dynamics and the long-run
equilibrium without losing information of the long-run. PMG model is
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based on ARDL (p, q, q, ..., q) model,

yit =

p∑
j=1

λijyi,t−j +

q∑
j=0

δ
′

ijxi,t−j + µi + εit (4.28)

where xit (kx1) is the vector of exogenous variables for group i. µi

represents the fixed effects; λij are the scalar which are the coefficients
of the lagged dependent variables, and δij are (kx1) coefficient vectors.
In PMG model T must be large in order to estimate the model for every
cross-section. By re-parametrization, the equation become:

∆yit = φiyi,t−1 + β
′

ixit +

p−1∑
j=1

λ∗ij∆yi,t−j +

q−1∑
j=0

δ∗ij∆xi,t−j + µi + εit

(4.29)

for i = 1, 2, ..., N, and t = 1, 2, ..., T, where

φi =

( p∑
j=1

λ∗ijλij − 1

)
= −

(
1−

p∑
j=1

λ∗ijλij

)
, βi =

q∑
j=0

δij ,

λij = −
p∑

m=j+1

λim, δij = −
q∑

m=j+1

δim (4.30)

The error correction parametrization can be written as:
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∆yit = φiyi,t−1 + xiβi +

p−1∑
j=1

λ∗ij∆yi,−j +

q−1∑
j=0

∆xi,−jδ∗ij + µiι+ εi

(4.31)

i = 1, 2, ..., N, where yi = (yi1, ..., yiT )′ is a Tx1 vector of the obser-
vations on the dependent variable of the i th group, Xi = (xi1, ..., xiT )′

is a Tx1 matrix of observations on the regressors that vary both across
groups and time veriods. ι = (1, ..., 1)′ is a Tx1 vector of 1s, yi,−j and
Xi,−j are j period lagged values of yi and Xi, and ∆yi = yi − yi−1,
∆Xi = Xi −Xi−1, ∆yi,−j and ∆Xi,−j are j period lagged values of
∆yi and ∆Xi, and εi = (εi1, ..., εiT )′.

This chapter also employ the Hausman test to check the long-run
homogeneity hypothesis of pooled mean group estimator. The null
hypothesis in this test is pooled mean group estimator is consistent and
more efficient than mean group estimator (Pesaran et al., 1999). If the
null hypothesis is rejected, then it cannot be assumed the same long-run
coefficients for all panels and the restriction imposed by pooled mean
group estimator is not valid. In other words, mean group estimator is
preferred.

4.2 CBI and Financial Asset Prices

4.2.1 Data

For the measure of CBI, this chapter follows the CBI index constructed
by Cukierman et al. (1992). This index is based on the legal aspect
of independence. The index is between 0 and 1, with higher values
denoting greater CBI for the legal index. The data relating to the
CBI index is legal variable aggregate weighted obtained from Garriga’s
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(2016) data set.

The role of financial asset prices is represented by the exchange rate,
stock index and bond yield. This chapter uses the exchange rate and
stock index in terms of logarithm natural. Exchange rate is the bilateral
currency of each country’s sample against the U.S. dollar (USD). The
data are retrieved from the International Financial Statistics (IFS) of
the International Monetary Fund (IMF). The stock index is local mar-
ket indices measured in local currency, which obtain from Bloomberg.
This chapter uses the government securities interest rate as a proxy for
government bond yield, whereby data are retrieved from the IFS of the
IMF.

This chapter uses household consumption and investment following
Claessens and Kose (2017). The reason why this chapter uses total con-
sumption and investment is because consumption is the largest share
of output, while investment is the most volatile component of output
(Beaudry et al., 2015). Household consumption data is the private con-
sumption expenditure. The data are retrieved from the IFS of the IMF.
Investment is measured as gross fixed capital formation and it is taken
from the IFS of the IMF. Consumption and investment are in terms of
logarithm natural.

4.2.2 Panel Vector Autoregressive

The primary goal of this study is to observe the impact of CBI shock on
financial asset prices in developing countries. To solve this problem, this
chapter applies a panel VAR proposed by Canova and Ciccarelli (2013).
In the panel VAR model, all variables are considered as endogenous
and interdependent but a cross-sectional dimension is included in the
representation. Let, Yt as the stacked model of yit, the vector of G
variables for each unit i=1,...,N , i.e., Yt = (y′1t, y′2t, ..., y′Nt)

′ where i is
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generic and indicate countries. Then, a panel VAR is:

yit = A0i(t) +Ai(`)Yt−1 + uit i = 1, ..., N t = 1, ..., T (4.32)

where A(`) is a polynomial in the lag operator and iid, A0t is the de-
terministic components, uit is a G × 1 vector of random disturbances.
Equation (4.32) may include constants, seasonal dummies and deter-
ministic polynomial in time.

A typical variation of Equation (4.32) allows the G variables in Yt
to be linear function of a set of predetermined or exogenous variables,
Wt. Then Equation (4.32) can be written as:

yit = A0i(t) +Ai(`)Y1t−1 + Fi(`)Wt + uit (4.33)

where ut = [u1t, u2t, ..., uNt]
′ ∼ iid(0,

∑
), Fi,j are G×M matrices for

each lag j = 1, ..., q, and Wt is a M × 1 vector of predetermined or
exogenous variables, common to all unit i.

A panel VAR has three characteristic features. First, lags of all en-
dogenous variables of all units enter the model for unit i, it is known by
dynamic interdependencies. Second, uit is generally correlated across
i, it is called static interdependencies. The third characteristic is cross-
section heterogeneity where the intercept, the slope, and the variance
of the shocks u1it may be unit specific.

In carrying out a panel VAR model, the optimal lag has to be
obtained through the lag selection criteria. The optimal lag is needed
in order to find more efficient and unbiased results. The selection of
lag lengths to the panel VAR is very crucial step to choose the optimal
lag lengths that allow the panel VAR model to reflect a sufficiently rich
dynamic structure in the model. The lag lengths in the panel VAR
model is selected based on the Akaike Information Criteria (AIC).
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A. Model 1: CBI, Exchange Rate, Consumption and Invest-
ment

Our Panel VAR model to analyse the interaction among CBI, exchange
rate, consumption and investment includes four endogenous variables:
exchange rate (ER), CBI, household’s consumption (Cons), and invest-
ment (Inv). Turning now to the full panel VAR case, in our model
G=4, thus our Panel VAR models are:

ERit = α1,i +

k∑
j=1

a1,jERi,t−j +

k∑
j=1

b1,jCBIi,t−j +

k∑
j=1

c1,jConsi,t−j

+

k∑
j=1

d1,jInvi,t−j + u1,it (4.34a)

CBIit = α2,i +

k∑
j=1

a2,jERi,t−j +

k∑
j=1

b2,jCBIi,t−j +

k∑
j=1

c2,jConsi,t−j

+

k∑
j=1

d2,jInvi,t−j + u2,it (4.34b)

Consit = α3,i +

k∑
j=1

a3,jERi,t−j +

k∑
j=1

b3,jCBIi,t−j +

k∑
j=1

c3,jConsi,t−j

+

k∑
j=1

d3,jInvi,t−j + u3,it (4.34c)

Invit = α4,i +

k∑
j=1

a4,jERi,t−j +

k∑
j=1

b4,jCBIi,t−j +

k∑
j=1

c4,jConsi,t−j

+

k∑
j=1

d4,jInvi,t−j + u4,it (4.34d)
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B. Model 2: CBI, Stock Index, Consumption and Invest-
ment

Our Panel VAR model to analyse the interaction among CBI, stock
exchange, consumption and investment include four endogenous vari-
ables: stock index (Stock), CBI, household’s consumption (Cons), and
investment (Inv). Turning now to the full panel VAR case, in our model
G=4, thus our Panel VAR models are:

Stockit = α1,i +

k∑
j=1

a1,jStocki,t−j +

k∑
j=1

b1,jCBIi,t−j +

k∑
j=1

c1,jConsi,t−j

+

k∑
j=1

d1,jInvi,t−j + u1,it (4.35a)

CBIit = α2,i +

k∑
j=1

a2,jStocki,t−j +

k∑
j=1

b2,jCBIi,t−j +

k∑
j=1

c2,jConsi,t−j

+

k∑
j=1

d2,jInvi,t−j + u2,it (4.35b)

Consit = α3,i +

k∑
j=1

a3,jStocki,t−j +

k∑
j=1

b3,jCBIi,t−j +

k∑
j=1

c3,jConsi,t−j

+

k∑
j=1

d3,jInvi,t−j + u3,it (4.35c)

Invit = α4,i +

k∑
j=1

a4,jStocki,t−j +

k∑
j=1

b4,jCBIi,t−j +

k∑
j=1

c4,jConsi,t−j

+

k∑
j=1

d4,jInvi,t−j + u4,it (4.35d)

C. Model 3: CBI, Bond Yield, Consumption and Investment

Our Panel VAR model to analyse the interaction among CBI, bond
yield, consumption and investment include four endogenous variables:



4.2. CBI AND FINANCIAL ASSET PRICES 71

bond yield (Bond), CBI, household’s consumption (Cons), and invest-
ment (Inv). Turning now to the full panel VAR case, in our model
G=4, thus our Panel VAR models are:

Bondit = α1,i +

k∑
j=1

a1,jBondi,t−j +

k∑
j=1

b1,jCBIi,t−j +

k∑
j=1

c1,jConsi,t−j

+

k∑
j=1

d1,jInvi,t−j + u1,it (4.36a)

CBIit = α2,i +

k∑
j=1

a2,jBondi,t−j +

k∑
j=1

b2,jCBIi,t−j +

k∑
j=1

c2,jConsi,t−j

+

k∑
j=1

d2,jInvi,t−j + u2,it (4.36b)

Consit = α3,i +

k∑
j=1

a3,jBondi,t−j +

k∑
j=1

b3,jCBIi,t−j +

k∑
j=1

c3,jConsi,t−j

+

k∑
j=1

d3,jInvi,t−j + u3,it (4.36c)

Invit = α4,i +

k∑
j=1

a4,jBondi,t−j +

k∑
j=1

b4,jCBIi,t−j +

k∑
j=1

c4,jConsi,t−j

+

k∑
j=1

d4,jInvi,t−j + u4,it (4.36d)

D. Model 4: CBI, Exchange Rate, Stock Index, Bond Yield,
Consumption and Investment

Our Panel VAR model to analyse the interaction among CBI, finan-
cial asset prices, consumption and investment include six endogenous
variables: exchange rate (ER), stock index (Stock), bond yield (Bond),
CBI, household’s consumption (Cons), and investment (Inv). Turning
now to the full panel VAR case, in our model G=6, thus our Panel
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VAR models are:

ERit = α1,i +

k∑
j=1

a1,jERi,t−j +

k∑
j=1

b1,jStocki,t−j +

k∑
j=1

c1,jBondi,t−j

+

k∑
j=1

d1,jCBIi,t−j +

k∑
j=1

e1,jConsi,t−j +

k∑
j=1

f1,jInvi,t−j + u1,it

(4.37a)

Stockit = α2,i +

k∑
j=1

a2,jERi,t−j +

k∑
j=1

b2,jStocki,t−j +

k∑
j=1

c2,jBondi,t−j

+

k∑
j=1

d2,jCBIi,t−j +

k∑
j=1

e2,jConsi,t−j +

k∑
j=1

f2,jInvi,t−j + u1,it

(4.37b)

Bondit = α3,i +

k∑
j=1

a3,jERi,t−j +

k∑
j=1

b3,jStocki,t−j +

k∑
j=1

c3,jBondi,t−j

+

k∑
j=1

d3,jCBIi,t−j +

k∑
j=1

e3,jConsi,t−j +

k∑
j=1

f3,jInvi,t−j + u1,it

(4.37c)

CBIit = α4,i +

k∑
j=1

a4,jERi,t−j +

k∑
j=1

b4,jStocki,t−j +

k∑
j=1

c4,jBondi,t−j

+

k∑
j=1

d4,jCBIi,t−j +

k∑
j=1

e4,jConsi,t−j +

k∑
j=1

f4,jInvi,t−j + u1,it

(4.37d)

Consit = α5,i +

k∑
j=1

a5,jERi,t−j +

k∑
j=1

b5,jStocki,t−j +

k∑
j=1

c5,jBondi,t−j

+

k∑
j=1

d5,jCBIi,t−j +

k∑
j=1

e5,jConsi,t−j +

k∑
j=1

f5,jInvi,t−j + u1,it

(4.37e)
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Invit = α6,i +

k∑
j=1

a6,jERi,t−j +

k∑
j=1

b6,jStocki,t−j +

k∑
j=1

c6,jBondi,t−j

+

k∑
j=1

d6,jCBIi,t−j +

k∑
j=1

e6,jConsi,t−j +

k∑
j=1

f6,jInvi,t−j + u1,it

(4.37f)

4.2.3 Poolability tests

This chapter applies poolability test to check whether the coefficients
in models 1 to 4 homogeneous across the cross-section by applying the
Chow and Roy-Zellner tests3.

4.3 CBI and Financial Stability

4.3.1 Construction of a Macroprudential Policy In-
dex

To document the importance of macroprudential policy, this chapter
uses the index developed by Cerutti et al. (2017), who examine the
GMPI index. In their study, 12 macroprudential policy instruments:
loan-to-value ratio caps (LTV_CAP), debt to income ratio (DTI),
dynamic loan loss provisioning (DP), general countercyclical capital
buffer or requirement (CTC), leverage ratio (LEV), capital surcharges
on SIFIs (SIFI), limits on interbank exposure (INFER), concentration
limits (CONC), limits on foreign currency loans (FC), countercycli-
cal reserve requirement (RR_REV), limits on domestic currency loans
(CG) and levy or tax on financial institutions (TAX) are measured for
every country. For each instrument, they assign 1 if it is implemented
and 0 otherwise. The GMPI index is the sum of the score for all 12
tools. There are, however, several disadvantages in just aggregating all

3The poolability tests have been explained in detail in Chapter 4 Subsec-
tion 4.1.5.



Chapter 5

Effects of Central Bank
Independence

5.1 CBI and Inflation

Central bank independence has an essential role in achieving macroeco-
nomic stability, particularly in influencing the level of inflation. CBI is
a solution to inflation bias due to time-inconsistency in monetary policy
(Kydland and Prescott, 1977; Barro and Gordon, 1983; Rogoff, 1985).
The hypothesis that a higher degree of CBI is negatively related to
inflation has been proven by Alesina and Summers (1993), Grilli et al.
(1991), Jonsson (1995), Brumm (2002), Ahsan et al. (2008), Acemoglu
et al. (2008), and Maslowska (2011). This previous empirical research
on the relationship between CBI and inflation focuses on advanced
countries, specifically the Organisation for Economic Co-operation and
Development (OECD) countries. According to Agoba et al. (2017), the
existence of a negative effect of CBI on inflation in developed coun-
tries is due to them having financial systems and institutional of high
quality.

85
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Cukierman et al. (1992) examine the relationship between CBI and
inflation in developed and developing countries. Their results show that
the negative relationship only exists in developed countries, and fail to
find the same result for developing countries. The main characteris-
tics of developing countries include an unstable political situation, a
hyperinflation period, and strong political interference in central bank
matters; some developing countries also experience disinflation. Ac-
cording to Cukierman et al. (1992); Arnone et al. (2009) and Klomp
and De Haan (2010), the concept of CBI in developing countries dif-
fers from that in industrial nations. For example, the law and actual
practice in the central banks in developed and developing countries are
different. Developing countries have a lower-level rule of law rather
than developed countries, there might be a difference between the in-
stitutional arrangement and its adherence to the law. Campillo and
Miron (1997) argue that in terms of pursuing price stability, CBI re-
quires strong political support.

Having considered this evidence in developing countries, this study
focuses on the analysis of the effect of CBI on inflation among develop-
ing countries. In most developing countries, high inflation remains one
of the leading challenges to macroeconomic management and requires
policy intervention. Moreover, among developing countries, a few have
also experienced hyperinflation that has lasted for decades. To address
this problem, many of these countries have had to reform their central
bank legislation and change the central bank’s objective to achieve low
inflation. These reforms have been expected to create a higher level
of independence to efficiently manage inflation. Dimakou (2015) eval-
uated the central bank reform in 77 countries (23 developed and 54
developing countries) based on the geo-economic group, from the 1990s
to the beginning of the 2000s. It was found that institutional change
in central banks had increased the level of independence. Some coun-
tries had also implemented an inflation targeting framework, in which
an inflation target had been set as the nominal anchor and regularly
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communicated to the public.

Alesina and Summers (1993) examined the relationship between
CBI and inflation in 16 developed countries for the period 1955-1988.
Using a simple plot to capture inflation and CBI, they found a nega-
tive correlation between CBI and inflation. Their result is in line with
the theoretical view that CBI creates lower inflation. Figure 5.1 and
Figure 5.2 display the bivariate relationship between average CBI rate
and average inflation for 15 high inflation economies and 22 moderate
inflation economies during the period between 1972 and 2016. Some
countries such as Peru, Argentina, and Nicaragua had high average
inflation and a high average CBI. On the other hand, some countries
with lower average inflation experienced a lower CBI index, for exam-
ple, Thailand, Morocco and Pakistan. However, from this picture, it
is difficult to draw conclusions regarding the existence of a negative
relationship between CBI and inflation in developing countries.

Figure 5.1: Average CBI and Average Inflation in High Inflation Coun-
tries
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Figure 5.2: Average CBI and Average Inflation in Moderate Inflation
Countries

The relationship between CBI and inflation varies widely in develop-
ing countries, reflecting differences in the institutional structure of the
central banks and policy responses, and heterogeneity in the macroe-
conomic structures. This study analyses the effect of CBI on inflation
in 37 developing countries over the period 1972 to 2016 using panel
data estimation. First, the author perform pooled least square and
fixed effect estimations for four models. Second, the author check a ho-
mogeneity assumption for the pooled least square estimation, applying
Chow and Roy-Zellner tests. Third, the author employ panel hetero-
geneous estimators, mean group (MG) and pool mean group (PMG)
regressions.

The result confirms the presence of heterogeneity parameters across
cross-sections in the relationship between CBI and inflation. The re-
sults of the Chow and Roy-Zellner tests reject the homogeneous as-
sumption for the coefficients in the pooled least square estimation. This
study employs the Hausman test to check the long-run homogeneity re-
striction across the country for the MG and PMG estimators. The test
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shows that the PMG estimator is more consistent and efficient in our
models. According to the PMG estimation, the result shows that in the
long-run, CBI has a negative effect on inflation with coefficients rang-
ing from -4.2971 to -33.987. This finding is robust, since the sample
is divided into two groups, moderate and high inflation countries; the
negative relationship between those variables still exists. Regarding the
structural break test, our result shows that 20 countries experienced a
break before their degree of CBI improved and 17 countries experienced
a break after their CBI changed. This structural break finding is in line
with the causality test result, which shows that there is bidirectional
causality between CBI and inflation. This implies that the causality
can run from CBI to inflation and from inflation to CBI.

This section examines the effect of CBI and other control variables
on inflation of four models in three different groups by performing PMG
and MG estimations for 37 developing economies during the period 1972
to 2016.

To choose the optimal lags for each variable in the long-run and
the short-run, Akaike Info Criterion (AIC) is applied. The ARDL
(1,1,1,1,1) is preferred in this model based on AIC results. The Haus-
man test is performed to test for the long-run homogeneity of the co-
efficient of all of the independent variables, with the null hypothesis
as homogeneity in the long-run coefficient. If the null hypothesis is
rejected, that means that the MG estimator is preferred to the PMG
estimator. On the other hand, the PMG estimator is more consistent
and efficient if the null hypothesis can not be rejected.

The error correction term is statistically significant and has a nega-
tive sign, so there exists a long-run relationship between inflation and its
essential determinants. This negative and significant coefficient implies
that in response to a shock, inflation adjust to the long-run equilib-
rium, the explanatory variables in the model bring about a correction
in the opposite direction. In the PMG estimator, the coefficients of
ECT are in the range -0.4840 to -0.4983 and significant at 1%. This
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implies that the disequilibrium in the short-run will be corrected annu-
ally by between 48.40% and 49.83% and a long-run equilibrium exists
after around 2 years for the PMG estimator. On the other hand, for the
MG estimator, the coefficients of ECT are between -0.6909 and -0.7311
and significant at 1%. The ECT coefficients of the MG estimator are
higher than those for the PMG estimator. This implies that a long-run
equilibrium exists earlier for the MG estimator, at around 1.36 to 1.44
years.

The PMG parameter constrains the long-run parameters such that
they are the same across the country. The author tests the null hy-
pothesis of homogeneity and the validity of the long-run homogeneity
restriction across the country. If the null hypothesis is not rejected,
that implies that the long-run parameter is homogeneous. As a result,
the PMG estimator is consistent. The MG estimator is always consis-
tent; however, under the homogeneity condition, it is inefficient. The
Hausman statistic value for model 1 is 4.22 (p-value is 0.3376). The
author also find that the p-values are 0.7833, 0.8236, and 0.9596 for
model 2, model 3, and model 4, respectively. These results show that
the null hypothesis is not rejected, which indicates that the PMG is
consistent and more efficient than the MG estimator for the four dif-
ferent models. These Hausman test results imply that in the long-run,
the relationship between inflation and the explanatory variables is the
same across the countries.

The long-run parameter estimates can be explained as follows. The
result shows a statistically significant negative long-run relationship
between CBI and inflation with coefficients ranging from -4.2971 to -
33.987 for the four models. This finding is supported by the theoretical
view of CBI1, whereby delegating monetary policy to an independent
central bank will reduce inflation. Our finding is supported by Grilli
et al. (1991), Cukierman et al. (1992), Jonsson (1995), Brumm (2002),
Ahsan et al. (2008), Acemoglu et al. (2008) and Maslowska (2011), who

1 Kydland and Prescott (1977); Barro and Gordon (1983); Rogoff (1985)
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cal deficit and inflation is negative and significant. The more negative
the fiscal deficit, the higher the inflation. This can be caused by the
limited access of developing economies to external finance sources due
to low government credibility. Thus they sometimes rely on seigniorage
revenue to finance the deficit. After adding US inflation and unemploy-
ment rate, the author still find a negative and significant relationship
between CBI and inflation. Regarding the short-run effect, CBI, trade
openness, and fiscal deficit, they have an insignificant influence on in-
flation. Only the output gap has a significant effect on inflation, with
a positive sign. This positive sign may be attributed to the dominance
of demand shocks in developing countries.

5.2 CBI and Financial Asset Prices

The previous study reveals that CBI succeeds to reduce inflation in
developing countries. Seeing as the objective of central bank indepen-
dence is solely price stability, various countries which opted for the
independent central bank have enjoyed low and stable inflation. How-
ever, after 2007, the financial crisis changed the central bank’s concern,
which is the apparent increase in financial instability (Bernanke and
Gertler, 1999). Associated with financial instability, Shiratsuka (2001),
argue that financial instability is closely interconnected with asset price
fluctuation. He cited Japan’s experience as an example, since the 1980’s
asset price bubble played a crucial part in economic fluctuation even
though the inflation rate remained stable in that period. In addition,
the low interest rate was exacerbating the asset price bubble resulting
in financial instability and a prolonged recession. Borio et al. (1994)
reported the fluctuation in financial asset prices in various developed
countries since the early 1980s has been the role of financial instability.

The role of CBI to affect financial asset prices can be explained as
follow: central bank reform (change in the degree of CBI) will alter
the public’s expectation of inflation. Then, if the public perception of
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inflation change, the asset price should also change due to the sensitiv-
ity related to inflation. This means that financial asset prices contain
information pertaining to future inflation. Smets (1997) explained two
key reasons concerning the relationship between financial asset prices
and expected inflation. First, aggregate demand change is directly due
to a change in asset price, whilst second, financial asset prices depend
on future return expectation, such as future economic activity, infla-
tion and monetary policy. These changes highlight the importance of
investigating the relationship between CBI and financial asset prices.
Claessens and Kose (2017) categorise asset price into equity prices,
house prices, exchange rate, and interest rate. Seeing as house price is
a non-tradeable product, the author therefore only focus on three other
assets. A few papers have focused on central bank reform over the fi-
nancial asset prices. Kuttner and Posen (2010) and Moser and Dreher
(2010) documented the changes of central bank’s governor and their
relationship to the financial asset prices. Eichler and Littke (2018) ex-
amined the effect of CBI on exchange rate volatility. Forch and Sunde
(2012) and Papadamou et al. (2017) investigated the relationship be-
tween CBI and stock index volatility, whilst Bodea and Hicks (2014)
analysed the effect of CBI on bond yield. This study also examines the
impact of three different financial asset prices on private consumption
and investment. Finally, this study examines the effect of CBI on con-
sumption and investment via the exchange rate, stock index and bond
yield.

It is vital for central banks to examine the effect of asset price
fluctuation related to two of the central bank’s objectives: price and
financial stability. Bernanke and Gertler (1999) stated that price sta-
bility and financial stability are complementary, which implies that by
stabilising price, the central bank may stabilise financial asset prices.
Low and stable inflation provide the central bank with room to react to
the financial crisis. Certain studies, such as Stock and Watson (1999),
Goodhart and Hofmann (2000) and Bordo and Jeanne (2002) agreed
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that financial asset prices can predict future movement in the CPI. Cec-
chetti et al. (2000) state that development of financial asset prices have
a significant impact on inflation and economic activity. The literature
on financial asset prices and monetary policy tends to focus on three
arguments: the first is that the change in price level (inflation) can
be measured by the asset price changing; second, financial asset prices
forecast inflation and third, there are structural links between asset
price and consumption and investment (Gilchrist and Leahy, 2002).

Economic theory suggests that asset price has a direct effect on
consumption and investment for the reason that it is forward-looking.
In this study, the relationship between financial asset prices and real
activity focus on consumption and investment. Tobin’s q theory ex-
plains the influence of financial asset prices on household consumption
and saving decisions via wealth and substitution channels. Public con-
sumption decisions are based on current and future income, as well as
current financial and physical assets. Changes in financial asset prices
can affect current consumption because of changes in household finan-
cial and real wealth. Thus, changes in consumption allocation can
influence household saving behaviour.

Furthermore, this study compares which asset price has greater sen-
sitivity due to CBI changing. Our results show that the shock of CBI
on exchange rate appreciation is delayed. In fact, it takes roughly a
year for CBI to appreciate the exchange rate. Stock index will rise in
two quarters after the shock of CBI, though after period three the effect
becomes negative. Finally, this study establishes that CBI has a signif-
icant role in reducing bond yield in all periods. Therefore, this study
can concludes that the greatest effect of CBI on financial asset prices
is on bond yield. In this paper, financial asset prices have an essential
role in monetary policy transmission, to the extent that change in CBI
affects the exchange rate, stock index and bond yield, thereby influenc-
ing private consumption and investment. Greater CBI produces lower
private consumption for all three channels. CBI needs three quarters
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to increase investment via the exchange rate and stock index, but CBI
directly increases investment via the bond yield channel.

5.2.1 CBI, Exchange Rate, Consumption and In-
vestment

This section analyses the interaction between CBI, exchange rate, con-
sumption and investment in various sub-samples: full sample, group
1, group 2 and group 3. The results show how these relationships are
influenced by a diversity of factors such as heterogeneity of economic
sectors, degree of CBI, inflation, exchange rate regime and capital mo-
bility (Lane, 2001).

Figure 5.3 reveals the impulse response of the exchange rate to the
shock of CBI in three different groups samples and the average for
the full sample. Interestingly, the response to the shock varies in each
group. From the graph, it is apparent that a one-unit shock in CBI
negatively affects the exchange rate in the first group. However, the
positive effect is shown for groups two, three and also for the full sample
countries, even though after a certain period the effect is negative. The
magnitude of the maximum impact of one percentage point change in
the degree of CBI on the exchange rate varies between -0.2% and 0.4%.
The maximum impact is achieved at period 2 for the full sample, group
1 and group 3; however, for group 2 is in period 8.

This section discusses various economic features of developing coun-
tries to determine the main factors that can describe the different re-
sults among groups. First, the exchange rate classification measured by
Reinhart and Rogoff (2004) which is presented in Table B.1 row 5 in the
Appendix is applied. A higher number means a more flexible exchange
rate arrangement. The three groups have different degrees of exchange
rate flexibility. Group 1 has the lowest exchange rate flexibility; the
average group members in group 1 are applying de facto crawling peg.
Group 2 has moderate exchange rate flexibility; a number of coun-
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tries are using the crawling band exchange rate arrangement. Group
3 is the highest degree; certain countries adopt the manage floating
exchange rate. Theoretically, the peg exchange rate arrangement may
result in exchange rate puzzling (Kim and Lim, 2016). In the 1990s,
most developing countries applied the peg exchange rate system to limit
speculation, provide a stable system for traders and investors, and pre-
vent market adjustments when a currency undervalued. However, this
system creates an unreal exchange rate or exchange rate manipulation.
Therefore, there is a gap between the official and unofficial exchange
rate. Independent central banks commonly followed by changing the
exchange rate system from the peg to the floating exchange rate sys-
tem. In the short-run, the exchange rate will adjust to the market
value. Therefore, the exchange rate will be depreciated as it is un-
dervalued. However, in the long-run, central bank reforms could lower
the exchange rate depreciation. This implies that under CBI, mone-
tary policy is predictable, generating lower exchange rate uncertainty.
This finding is relevant with Cermeño et al. (2010), who concluded
that central bank reforms are associated with reduced exchange rate
uncertainty and lower average depreciation in the long-run.

According to Mundell (1963), the link between monetary policy and
the exchange rate is based on perfect capital mobility. When capital
mobility is highly controlled, the increase in CBI degree may not effect
capital flows and the exchange rate. Table B.1 row 6 in the Appendix
describes the capital control restriction developed by Fernández et al.
(2016). This results establishes that the degree of capital control re-
strictions are different for the three subgroups, resulting in different
monetary transmission effects on the exchange rate. The results for
group 1, which is the lowest capital control restriction, are compat-
ible with theoretical expectations that higher CBI leads to lower in-
flation expectation and hence, will appreciate the exchange rate. The
"overshooting" theory developed by Dornbusch (1976) predicts that in
the long-run, the exchange rate should initially overshoot to respond
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to monetary policy shock. Thus, an overshooting exchange rate oc-
curred in this group. Previous empirical results support this finding,
for instance, Kim and Roubini (2000), Faust and Rogers (2003) and
BjÃžrnland (2009), who ascertained an appreciation exchange rate to
monetary policy shocks. In contrast, the exchange rate puzzle is demon-
strated by group 2, where monetary policy shock affects exchange rate
depreciation. In this group, capital mobility restriction is high. The
previous result presented by Grilli and Roubini (1995) strengthen this
finding. According to Kim and Lim (2016), exchange rate puzzle oc-
curs in countries with strong restricted capital mobility. Hence, the
change in monetary policy may not influence the exchange rate. The
result for group 3 and the full sample group add the existence of the
"delayed overshooting" puzzle previously documented by Eichenbaum
and Evans (1995) and Scholl and Uhlig (2008). Group 3 has moderate
capital mobility restriction. Eichenbaum and Evans (1995) found that
the exchange rate overshoots is the long-run effect of monetary policy
shock, though it occurs one to three years after the shocks. These de-
lays can be caused by "forward discount bias" puzzle, conditional on
monetary policy shocks.

Figure 5.3: Impulse Response Function of Exchange Rate to CBI Shock
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Figure 5.4: Impulse Response Function of Consumption and Investment
to Exchange Rate Shock

The left side of Figure 5.4 shows the impulse responses of consump-
tion to a one positive unit shock in the exchange rate. The effects of the
exchange rate on consumption are positive in the full sample and group
3. This suggests that currency depreciation generates higher consump-
tion which supports the international real business cycle model which
predicts the positive relationship between domestic consumption and
the depreciation exchange rate. The depreciation exchange rate gener-
ates less expensive exports, while imports are more expensive. Based
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on competitiveness, foreign demand for exports goods and services will
increase and domestic demand for imports will decrease; thus, shift-
ing consumption to domestic goods and services. As the net external
demand increases, the increases in aggregate demand will have a pos-
itive effect on output and create jobs. Increasing income and employ-
ment generates increased consumption. Past empirical studies such as
Kandil (2015), found that the depreciation exchange rate initiates in-
creased consumption growth in developing countries, due to increases
in the domestic prices of import goods and services. Conversely, for
groups 1 and 2, consumption increases due to the appreciation exchange
rate. Appreciation of the exchange rate decreases the cost of tradables
and nontradables goods and, therefore, increases consumption growth.
The combined effect will depend on the elasticity of consumers’ sub-
stitution between tradables and non-tradables (Kandil and Mirzaie,
2006). This result confirms the Backus-Smith puzzle of a negative rela-
tionship between exchange rate and consumption (Backus and Smith,
1993). According to Kollmann (2012), the consumption-real exchange
rate anomaly might be due to the underdevelopment of international fi-
nancial markets. Additional empirical evidence such as Devereux et al.
(2012), determined a negative relationship between exchange rate and
consumption.

The right side of Figure 5.4 illustrates the impulse responses of
the investment to a one-unit shock in the exchange rate depreciation
can create an increase in investment as the marginal profit from an
additional unit of capital is likely to increase as future foreign sales
rise for group 3 and the average all countries. Conversely, for groups
1 and 2, the appreciation exchange rate leads to higher investment.
Depreciation produces higher price for imported capital, whilst inputs
can reduce profits and, in turn, lower investment. The overall im-
pact of the exchange rate changes on investment hinges on which of
these forces dominates (Landon and Smith, 2009). Depreciation of the
exchange rate boosts investment, reducing the cost of investment in
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domestic countries. Increases in investment are also consistent with
higher demand for goods and services because competition increases.
This indicates the more dominant supply-side effect via the increase of
competitiveness channel, particularly in the tradable sector.

Currency depreciation also has a positive implication for invest-
ment by means of relative wage channels. Depreciation reduces do-
mestic’s wages and production costs compared to those of its foreign
counterparts. Therefore, it increases the overall rate of return on for-
eign investment in the domestic country. Previous studies, such as
Blonigen (1997), argue that foreign exchange rate depreciation will
lead to enhanced foreign direct investment (FDI) into the foreign econ-
omy. This result is also in lines with the Mundell-Fleming model for
open economies which describes that the depreciation of domestic cur-
rency generates greater investment, seeing that it produces cheaper
domestic goods and thus, more competitive in international markets.
The principal factor related to a company’s investment decisions are
price competitiveness (Brito et al., 2018). In contrast, appreciation of
domestic currency should stimulate investment for countries that de-
pend on imported capital goods, as foreign capital goods are cheaper
(Alejandro, 1963). Specific studies show that currency depreciations
(appreciations) are associated with a contraction (expansion) in invest-
ment (Landon and Smith, 2009; Goldberg, 1993; Campa and Goldberg,
2005). Furthermore, there is also extensive theoretical literature look-
ing at how linkages between exchange rate and output can depend on
exchange rate regimes (Uribe, 1997; Mendoza and Uribe, 1997).

The different effect of the exchange rate on consumption and invest-
ment might be caused by average level of inflation. Regarding Table B.1
row 3 in Appendix B; Group 1 comprises a low average inflation rate,
group 2 has a moderate inflation rate and group 3 consists of a high
inflation rate, while the average for all countries is close to the aver-
age of group 3. For low and moderate inflation rate, the appreciation
(depreciation) exchange rate leads to higher (lower) consumption and
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investment. The positive effect is higher for the low inflation group.
Conversely, in countries with high inflation, depreciation (appreciation)
causes higher (lower) consumption and investment.

Figure 5.5: Impulse Response Function of Consumption and Investment
to CBI Shock

Finally, the direct link from CBI to consumption and investment in
Figure 5.5 is determined. The reaction of consumption due to changes
in CBI is negative in the first quarter for all groups. Only after a lag
of approximately 3 quarters for group 1 does the impact become posi-
tive, though for the other groups the response is negative until period



5.2. CBI AND FINANCIAL ASSET PRICES 115

20. CBI has a positive effect on consumption only in countries with
low inflation, given that a greater degree of CBI gives central banks
freedom to set monetary policy, for instance lowering interest rates
and increasing the money supply. Thus, these expansionary monetary
policies create higher consumption. In contrast, in group 2 and group
3, which have high inflation rates, the central bank focuses more on
lowering price by setting contractionary monetary policy such as, tight
money policy. Tightening the supply of money lowers private consump-
tion. Generally, the average for all countries sample is that higher CBI
creates lower consumption, seeing as regularly, they have high inflation
and the target of the central bank is to reduce prices.

The reason for different consumption responses to CBI is the sen-
sitivity of imported goods (Carriere-Swallow et al., 2017). One major
problem in developing countries is high inflation owing to lack of sup-
ply. One possible solution is importing goods to lower the price be-
cause price in foreign countries is lower than domestically. For group
1, greater CBI causes an appreciation of the exchange rate, making
imported goods cheaper. Hence households can consume more. In con-
trast, CBI affects the depreciation exchange rate in group 2, group 3
and in the full sample. This depreciation generates more expensive
imported goods, therefore, reducing consumption.

Figure 5.5 also presents the investment responses to CBI shock in
various groups. The result shows that the positive effect of CBI on in-
vestment, seeing that increasing the degree of CBI as a signal to combat
inflation, display good governance institution and consequently, will
attract investment. For group 2 and group 3, the responses become
negative after 6 and 8 quarters. Here, the central bank could focus on
reducing inflation by raising the interest rate and thus, discouraging
investment. In group one, increasing the degree of CBI is also a sig-
nal for the implementation of structural economic reforms (Lavezzolo,
2006). This will create good opportunities for investors and moreover,
promote investment.
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Conclusion

The main idea of this thesis was to investigate the heterogeneity effect of
CBI on inflation, financial asset prices and credit per GDP in developing
countries.

The relationship between CBI and inflation has created a contro-
versial debate in the empirical literature. It is generally admitted that
CBI is an essential factor inflation stabilisation. Nevertheless, empir-
ical evidence in this field indicates differing and inconclusive results.
The first study investigated the effect of CBI on inflation in a panel of
37 developing economies for the period 1972 to 2016. The study ap-
plies poolability tests to check the homogeneity assumption in the panel
models. The Chow and Roy-Zellner tests proved that the homogeneity
assumption in the models does not hold; as a consequence, our mod-
els consist of heterogeneous parameters across countries. This study
employed a panel heterogeneity model (MG and PMG estimations) to
verify the short-run and long-run effect of CBI on inflation. The results
confirmed that there is a negative and significant relationship between
CBI and inflation. After splitting the sample into two groups based on
the rate of inflation to create high and moderate inflation groups. The
result provides evidence that CBI reduces inflation in both groups.
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The second empirical study provided an empirical analysis of CBI,
consumption and investment via three different financial asset prices:
exchange rate, stock index and bond yield. In this study, the panel VAR
proposed by Canova and Ciccarelli (2013) was applied to four different
models. The author verified the poolability assumption of the panel
VAR by performing Chow and Roy-Zellner poolability tests. The result
found heterogeneity in the sample; therefore, an MG estimation for the
panel VAR was applied by running individual VAR for each country
and averaging the coefficients. The author also split the sample into
two and three groups such that our subsamples were poolable. The
first model studied the responses of the exchange rate, consumption
and investment due to a shock to CBI. Our results show that after
a central bank reform shock, it takes five quarters for the exchange
rate to begin to appreciate. A shock of one percentage point to the
degree of CBI leads to a fall in consumption but increases investment.
Moreover, a shock of one standard deviation of the exchange rate leads
to increased consumption and investment. The sample is the split into
three groups to make the subsamples poolable. The results for each of
the three groups differ. This shows how results can be influenced by
different factors, such as: heterogeneity of economic sectors, degree of
CBI, inflation, exchange rate regime and capital mobility.

The second model examined the interrelationship between CBI,
stock index, consumption and investment. The MG estimation for
the panel VAR shows that a shock of one standard deviation relat-
ing to CBI causes the stock index to respond positively until period
two; then the response gradually returns to the initial value in period
three. A shock of one standard deviation related to the degree of CBI
reduces private consumption. However, after the CBI shock, it takes
three quarters before the investment starts to rise. Furthermore, the
responses of consumption and investment to a stock index shock are
positive. Model three analysed the effect of CBI on bond yield, the ef-
fect of bond yield on consumption and investment, and the effect of CBI
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Policy Recommendations

The findings of this study provide a basis for some sound policy recom-
mendations. Based on the first empirical study, developing countries
have the challenge of considering CBI an essential factor in reducing
inflation. However, for some central banks, the legal independence
index is low. These include Thailand (0.1839), Brazil (0.2174), Mo-
rocco (0.2680), Pakistan (0.2806) and Nepal (0.3341). Most developing
countries still need to reform their central bank legislation in order
to deliver the price stability objective. Some central banks’ laws and
statutes need further revision because their Acts are considerably out
of date. For example, according to Garriga (2016), Banco Central do
Brazil is still guided by the 1988 Act, which grants it a low degree of
CBI.

The findings from the second empirical study show that policy-
makers in developing countries need to pay more attention to improve
their credibility in the international financial market in order to at-
tract capital; a higher degree of CBI reflects more transparency and
credibility, thus attracting more investment. However, the effect of
CBI on attracting capital depends on global financial factors, such as
capital restriction. Lower capital restriction reduces capital costs, in-
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Appendix A

Appendix to First Study

Table A.1: List of Countries

Moderate Inflation High Inflation
Countries Countries

Barbados Argentina

Colombia Bolivia

Egypt Brazil

Ethiopia Chile

Guatemala Costarica

Honduras Ghana

Indonesia Mexico

Kenya Nicaragua

Malaysia peru

Mauritania Suriname

Morocco Turkey

Nepal Uganda

Nigeria Uruguay

Continued on next page
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Table A.1 – Continued
Moderate Inflation High Inflation
Countries Countries
Pakistan Venezuela

Paraguay Zambia

Philippines

South Africa

Sri Lanka

Tanzania

Thailand

Trinidad and Tobago

Tunisia
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Appendix B

Appendix to Second Study

Table B.1: Splitting model 1

Country CBI Money Inflation Exchange Rate Capital
Suply Arrangement Control

Group 1

Guatemala 0.7406 34.8759 13.0250 7.0000 0.0552

Morocco 0.3588 85.0877 4.2804 7.6154 0.7601

Paraguay 0.5799 32.9120 15.2093 10.2692 0.0865

Thailand 0.2200 104.7696 5.3353 9.1923 0.7365

Malaysia 0.4902 124.0735 4.7260 7.8846 0.7931

Trinidad and Tobago 0.4420 48.2702 10.1755 3.8462 0.0000

Average Group 1 0.4719 71.6648 8.7919 7.6346 0.4052

Group 2

Tunisia 0.5181 54.7790 6.9880 8.0000 1.0000

Uruguay 0.5445 44.2457 29.2257 10.0000 0.0250

Pakistan 0.3192 48.2686 14.2623 7.3462 0.7228

Philippines 0.6173 57.2600 9.5637 9.1154 0.8404

Egypt 0.4901 83.8688 14.9066 5.8846 0.1504

Average Group 2 0.4978 57.6844 14.9893 8.0692 0.5477

Group 3

Mexico 0.6194 35.8761 15.6881 11.0769 0.5751

Honduras 0.6002 45.5186 17.9976 6.5769 0.0000

Mauritania 0.4867 92.3699 9.6362 8.0769 0.0000

Suriname 0.4618 50.0210 50.9858 6.7692 0.0000

Argentina 0.7631 24.9493 20.2267 5.9231 0.5091

Ghana 0.4528 26.8950 30.4840 10.0000 0.5816

Kenya 0.5116 37.8868 19.4738 8.9231 0.3256

South Africa 0.3389 62.6375 11.3456 12.4615 0.6143

Turkey 0.7332 40.1662 51.4683 12.4615 0.3772

Zambia 0.4616 18.4128 44.6631 11.8462 0.0000

Bolivia 0.7067 59.0471 11.0994 6.0000 0.1633

Ethiopia 0.4254 35.8363 16.3077 7.9615 0.7572

Nicaragua 0.6964 29.4110 83.0620 4.7692 0.1400

Venezuela 0.6974 28.3389 48.5877 7.3846 0.3234

Indonesia 0.7562 42.9868 15.9173 9.2692 0.6080

Average Group 3 0.5807 42.0236 29.7962 8.6333 0.4523

The numbers show the annual averages.
ER arrangement measures Reinhart and Rogoff (2004).
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Capital control is based on Fernández et al. (2016).

Table B.2: Splitting model 2

Country CBI Inflation Output Financial
Gap Capitalisation

Group 1

Argentina 0.7631 20.2267 0.0011 15.2739

Kenya 0.5116 19.4738 -0.0005 17.2406

Morocco 0.3588 4.2804 -0.00002 14.8515

Nigeria 0.5227 28.8826 0.0016 15.6352

Sri Lanka 0.5928 14.9950 0.0002 14.1710

Tunisia 0.5181 6.9880 0.0007 12.9304

Average Group 1 0.5445 15.8078 0.0005 15.0171

Group 2

Costa Rica 0.6942 17.7427 -0.0003 3.9304

Egypt 0.4901 14.9066 -0.0003 17.1568

Indonesia 0.7562 15.9173 0.0004 27.3820

Malaysia 0.4902 4.7260 0.0008 157.3900

Pakistan 0.3192 14.2623 0.00003 20.7483

Philippines 0.6173 9.5637 -0.0005 46.0461

South Africa 0.3389 11.3456 -0.0009 197.0858

Thailand 0.2200 5.3353 0.0007 64.2979

Turkey 0.7332 51.4683 -0.0003 23.2546

Venezuela 0.6974 48.5877 0.0015 3.5288

Average Group 2 0.5357 19.3855 0.0001 56.0821

The numbers show the annual averages.

Table B.3: Splitting model 3

Country CBI Inflation Bond Yield Sovereign Risk

Group 1

Ghana 0.4528 30.4840 24.5796 16

Malaysia 0.4902 4.7260 4.0348 7

Nigeria 0.5227 28.8826 12.3383 14

South Africa 0.3389 11.3456 11.0737 12

Sri Lanka 0.5928 14.9950 12.6552 14

Thailand 0.2200 5.3353 6.0113 8

Zambia 0.4616 44.6631 30.0672 14

Continued on next page
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Table B.3 – Continued
Country CBI Inflation Bond Yield Sovereign Risk

Average Group 1 0.4399 20.0617 14.3943 12

Group 2

Barbados 0.4060 5.6292 4.7344 10

Egypt 0.4901 14.9066 9.9767 14

Mexico 0.6194 15.6881 13.5055 9

Nepal 0.4474 13.0049 7.7663 -

Pakistan 0.3192 14.2623 7.9314 16

Trinidad 0.4420 10.1755 5.8443 6

Average Group 2 0.4540 12.2778 8.2931 11

Group 3

Bolivia 0.7067 11.0994 8.7977 11

Kenya 0.5116 19.4738 13.7345 14

Philippines 0.6173 9.5637 8.2210 11

Tanzania 0.5414 20.7101 14.7451 -

Uganda 0.5232 11.8785 13.4943 14

Uruguay 0.5445 29.2257 19.0844 11

Average Group 3 0.5741 16.9919 13.0129 12

The numbers show the annual averages.
Sovereign risk is S & P rating, the numerical scale based on Canuto et al. (2012).
Nepal and Tanzania are not rated by any of the seven rating agencies.

Table B.4: Splitting model 4

Country CBI Inflation Exchange Rate Capital Financial Sovereign
Arrangement Control Capitalisation Risk

Egypt 0.4901 14.9066 5.8846 0.1504 17.1568 14

Kenya 0.5116 19.4738 8.9231 0.3256 17.2406 14

Malaysia 0.4902 4.7260 7.8846 0.7931 157.3900 7

Pakistan 0.3192 14.2623 7.3462 0.7228 20.7483 16

Philippines 0.6173 9.5637 9.1154 0.8404 46.0461 11

South Africa 0.3389 11.3456 12.4615 0.6143 197.0858 12

Thailand 0.2200 5.3530 9.1923 0.7365 64.2979 8

The numbers show the annual averages.
ER arrangement measures Reinhart and Rogoff (2004)
Capital control is based on Fernández et al. (2016)
Sovereign risk is S & P rating, the numerical scale based on Canuto et al. (2012)



182 Appendices

Appendix C

Appendix to Third Study
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